
ORIGINAL ARTICLE

Heuristic scheduling policies for a semiconductor wafer
fabrication facility: minimizing variation of cycle times

Hyun Joong Yoon &

Jin Gon Kim

Received: 27 March 2012 /Accepted: 13 November 2012
# Springer-Verlag London 2013

Abstract This paper presents heuristic scheduling policies
for semiconductor wafer fabrication facilities. The proposed
heuristic scheduling policies include the advanced operation
due date (OPNDD) for a sequence control policy and the
adaptive constant work-in-process (CONWIP) for an input
release control policy. The objective of the proposed sched-
uling policies is to reduce the variation of cycle times in the
wafer fab. The advanced OPNDD sets the higher priority to
the front opening unified pod (FOUP) with the smallest
operation due date that is computed using a generalized
stochastic Petri net model, and at the same time regulates
the queue lengths of the FOUPs in each stoker by preventing
excessive queue lengths in bottleneck workstations. The
adaptive CONWIP controls dynamically the input release
time of FOUPs using the adaptive WIP level according to
the current status of the wafer fab. The simulation experi-
ments show that the proposed scheduling method is efficient
in reducing the variation of cycle times.
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1 Introduction

Semiconductor wafer fabrication, the process of building inte-
grated circuits on a silicon wafer, is a complex production
process composed of hundreds of sequential and reentrant
operation steps. Awafer fab is a facility at which semiconductor

wafers are fabricated. As shown in Fig. 1, a general wafer fab
facility is composed of scores workstations (or also called as
bays) and inter-workstation material handling systems such as
overhead shuttles to transport front opening unified pods
(FOUPs) from one workstation to another. The inter-
workstation material handling system, which spans the central
aisle of the wafer fab, connects to all workstations at their
respective stokers. Each workstation consists of process
machines, a stoker to store FOUPs, and an intra-workstation
material handling system such as automated-guided vehicle,
rail-guided vehicle, and intra-bay overhead hoist transport. The
intra-workstation material handling system transfers FOUPs
among the stoker and the process machines. The scheduling
policies of the wafer fab can be classified into the sequence
control and the input release control policies: the former is to
select a FOUP and allocate it to an available process machine in
a workstation, and the latter is to determine a FOUP and its
release time into the wafer fab. The objectives of the scheduling
policies are generally maximization of the throughput, minimi-
zation of the mean and variance of cycle time, minimization of
tardiness, maximization of the utilities of the process machines,
and minimization of work-in-process (WIP) in a wafer fab
facility, and so on.

Generally, semiconductor chip makers have considered
the maximization of the throughput as the most important
performance index in the wafer fab. However, they are
trying to reduce the mean cycle time and the variance of
the cycle times for several reasons recently. First, the re-
sponse time to their customers’ needs can be faster and more
effectively, since reduction of the mean and variance of
cycle time makes the companies to predict and plan capa-
bilities of their production lines much easier and precisely.
Secondly, the mean cycle time reduction comes with the
WIP level reduction, which makes a wafer fab more lean
and efficient. For instance, delivery times of FOUPs in the
wafer fab with the less WIP level become faster since the
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delivery loads of inter-/intra-workstation automated material
handling system are lower by eliminating the meaningless
transfers caused by excessive WIP. Although the lower
cycle time can be easily achieved by reducing WIP level,
the mean and the variance of the cycle time can also be
realized through an effective scheduler.

In this paper, the scheduling policies in a wafer fab are
classified into the sequence control policy to allocate
FOUPs into process machines, and the input release control
policy to determine the type of FOUPs and their releasing
time into the wafer fab. Based on our previous research [1],
in which the sequence control policy, named as operation
due date (OPNDD) rule, is proposed, this paper presents the
real-time heuristic scheduling policies that contain the ad-
vanced OPNDD, which is an advanced version of the
OPNDD, for a sequence control policy, and the adaptive
constant work-in-process (CONWIP) for an input release
control policy. The objective of the proposed scheduling
policies is to reduce the variation of cycle times.

The remainder of this paper is structured as follows. In
Section 2, extensive literature reviews on related researches
are provided, and Section 3 describes the proposed heuristic
scheduling policies including the sequence control and the
input release control policies. Section 4 provides the results
of simulation experiments, and Section 5 concludes the paper.

2 Literature review

There have been many research studies addressing the sched-
uling problems in wafer fabs since 1980s. Uzsoy et al. [2, 3]
classify the scheduling problem in a wafer fab into dispatching
rules and input regulation rules, deterministic scheduling algo-
rithms, control theoretic approaches, and knowledge-based
approaches. Wein [4] reports the results of the simulation
experiments, in which six input regulation rules and 12 dis-
patching rules are evaluated in terms of the mean cycle time.

He insists that the input regulation rules are more effective in
reducing the mean cycle time compared with the dispatching
rules. Lu et al. [5] show that a proper selection of dispatching
rule is helpful in reducing the mean and variance of the cycle
time, and then propose fluctuation smoothing policy to reduce
the mean and variance of the cycle time. Chung et al. [6]
address the scheduling problem considering both the through-
put and the cycle time, in which they control the WIP level of
the bottleneck process to meet the desired throughput and
cycle time. Kim et al. [7, 8] propose dispatching rules to
minimize mean tardiness of orders in a wafer fab producing
multiple product types having different due dates and different
process flows. Yoon and Lee [1] propose a real-time schedul-
ing method based on a dispatching rule approach to reduce the
standard deviation of the cycle times in a wafer fab and show
that the proposed scheduling method is efficient in meeting
due date and reducing tardiness. Gupta and Sivakumar [9]
present a review on job shop scheduling techniques in semi-
conductor manufacturing, in which scheduling techniques are
classified into dispatching heuristic rules, mathematical
programming techniques, neighborhood search methods, and
artificial intelligence techniques, and then they proposes a
look-ahead batch scheduling method for the real-time control
of due date objectives in semiconductor batch manufacturing
[10]. Chung and Lai [11] address job releasing and throughput
planning problem under demand fluctuation. They consider
an environment where product mix changes periodically and
present a production scheduling method to plan the wafer lot
release and throughput. Upasani et al. [12] propose the prob-
lem reduction procedure that allows a work center-based
global scheduling heuristic to be implemented in very low
CPU times. They partition the work centers in a wafer fab into
heavily loaded and lightly loaded classes and solve the global
scheduling problem only for the heavily loaded work center.
Pfund et al. [13] model a semiconductor wafer fabrication
process as a complex job shop and adapt a modified shifting
bottleneck heuristic (MSBH), which is proposed by Mason et
al. [14], to facilitate the multi-criteria optimization of make-
span, cycle time, and total weighted tardiness using a desir-
ability function. They use the desirability approach at two
different levels of the MSBH, which are the sub-problem
solution procedure level and the machine criticality measure
level, and then propose five approaches for scheduling com-
plex job shop. Yoon and Shen [15] address decision making
problems with hard interoperation temporal constraints in
semiconductor wafer fabrication facilities. The objective is
to allocate wafer lots into each workstation to satisfy both
logical and temporal constraints. The proposed decision mak-
ing system is developed based on a multi-agent architecture
that is composed of scheduling agents, workstation (or work-
cell) agents, machine agents, and product agents. Zhang et al.
[16] propose a simulation-based evaluation and optimization
method, in which dispatching rules are selected by the
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Fig. 1 GSPN model of a workstation with one stoker and M process
machines
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performance evaluation and parameters are optimized by re-
sponse surface methodology and the simulation. They also
propose a dynamic bottleneck dispatching policy, where bot-
tlenecks are detected in a timely way and adaptive dispatching
decisions are made according to the real-time conditions.
Baez-Senties et al. [17] proposes an artificial neural network
approach coupled with a multi-objective genetic algorithm for
multi-decision scheduling problems in a semiconductor wafer
fabrication. The proposed scheduler selects decision variables
in order to obtain the desired performance index at the end of a
given production horizon. The authors insist that the proposed
approach can be applied easily to the semiconductor manu-
facturing and significant benefits can be achieved in terms of
cycle time distribution, facility average utilization, average
waiting time, and storage. Guo et al. [18] propose the
decomposition-based classified ant colony optimization meth-
od that is composed of decomposed and classified ant colony
optimization algorithm. A large and complicated scheduling
problem is decomposed into several smaller subproblems, and
then ant colony optimization algorithm is used to find solu-
tions. Chiang and Fu [19] propose a dispatching rule for wafer
lot scheduling in semiconductor wafer fabs in order to im-
prove the design of existing rules by the index function based
on total degree of urgency and the due date extension proce-
dure. The authors insist that the proposed rule is superior in
terms of on-time delivery rate, mean tardiness, and maximum
tardiness. Thus, although dispatching heuristic rule-based
scheduling approach has the primary disadvantages in that it
cannot hope for an optimal solution, it is still widely used for
real applications in semiconductor wafer fabrication facilities.
The major reason may be due to the high complexities and
dynamic contingencies of the real scheduling problems in the
semiconductor wafer fabrication facilities. However, local
optimal or near-optimal schedulers for the bottleneck process,
e.g., photolithography, or batch processes are used to enhance
the utilities and throughputs of machines in real applications.

Regarding the Petri net-based scheduling approach for
semiconductor wafer fabrication facilities, the systemic re-
view before 1998 can be found in Zhou [20]. Lin and Fu
[21] present a generalized stochastic colored timed Petri net to
model a wafer fabrication. The model includes the dynamic
behavior such as loading, reentrant processing, unloading, and
machine failure, and modular and synthesis techniques are
used to construct a large full system model. Odrey et al. [22]
present a generalized Petri net-based modeling approach for
semiconductor wafer fabrication, in which three Petri net
models representing a reentrant flow line with three work
centers and six machines are provided. Chen et al. [23] pro-
pose a genetic algorithm embedded search strategy over a
colored timed Petri net model for wafer fabrication. The
proposed Petri net model is composed of routing module
and elementary module, and a genetic algorithm-based sched-
uler dynamically searches for the appropriate dispatching

rules for each machine group. Jain et al. [24] present a gener-
alized stochastic Petri net model that captures dynamic behav-
iors such as reentrant processing, machine failures, loading,
and unloading and propose a simulated annealing-based
scheduling strategy to minimize mean cycle time and tardi-
ness. Huang and Sun [25] propose and evaluate two Petri net-
based hybrid search strategies, algorithms H1 and H2, and
their applications to flexible manufacturing system schedul-
ing. The algorithm H1 guarantees an optimal solution at
termination with an admissible heuristic function, and the
algorithm H2 invokes faster termination conditions than H1
while guaranteeing the optimality of the solution. Liu et al.
[26] propose an extended object-oriented Petri net approach
for the effective modeling of semiconductor wafer fabrication
systems. Hierarchical approach and a special type of transition
named as main bus gate are used to cope with the complexity
in terms of the reentrant process routes. Then the multiple-
object scheduling and real-time dispatching problems are
addressed in their following literature [27]. Lee et al. [28]
propose a supervisory framework considering human-in-the-
loop situations in semiconductor manufacturing systems. In
the human-in-the-loop system, human operations may violate
desired requirements and lead to destructive failure. Thus, the
supervisory framework is developed to guarantee that manual
operations meet required specifications so as to prevent hu-
man errors in operation using Petri nets. Liu et al. [29] propose
a timed extended object-oriented Petri nets approach to per-
formance modeling, real-timed dispatching, and simulation of
semiconductor wafer fabrication systems. To implement dis-
patching policies, the concepts of an autonomy and
coordination-based real-time dispatching mechanism and hy-
brid real-time dispatching control system are introduced. Wu
andHsieh [30] propose a real-time fuzzy Petri net diagnoser to
replicate the plant and detect fault in discrete manufacturing
systems. While monitoring events generated in the manufac-
turing system, the real-time Petri net model compares the
outputs with pre-setting. If any difference is detected, the
fuzzy Petri net diagnoser starts to locate fault. Visual Basic
is used for the implementation. Qiao et al. [31] present a
hierarchical colored timed Petri net approach to describe var-
ious states, behaviors, and substructures of a wafer fabrication
system. For the scheduling problem, the authors propose an
extended genetic algorithm to optimize the combination of
scheduling policies.

3 Heuristic scheduling policies

3.1 Sequence control policy

In this section, a new sequence control policy, named the
advanced OPNDD, is proposed to minimize the variance of
the cycle times by setting the higher priority to the FOUP
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that is relatively delayed in its operation. The delayed time
of an operation is obtained using the operation due date that
is a new index computed from generalized stochastic Petri
net (GSPN) model. The advanced OPNDD also regulates
the queue lengths of the FOUPs in each stoker by preventing
excessive queue lengths in the bottleneck workstations.

A GSPN without priorities and inhibitor arcs is a six-tuple
G={P, T, I,O,W,M0}, where P={p1, p2,…, pm} is a finite set
of places, T={t1, t2,…, tn} is a finite set of transitions,P∪T≠∅
and P∩T=∅, I:(P×T)→N is a set of input functions, where N
is a set of non-negative integers, O:(P×T)→N is a set of
output functions, W:T→ℜ is a function defined on the set of
transitions, and M0:P→N is the initial marking. I(p, t)=k
implies that there are k directed arcs connecting from place p
to transition t, whereas O(p, t)=k implies that there are k
directed arcs connecting from transition t to place p.

Figure 2 depicts an example of the GSPN model for a
process machine. Since the aim of adopting the GSPN model
in this paper is to compute a new performance index of a
workstation, named as a utilization index, it is not necessary to
comprise GSPN models for an entire wafer fab facility. The
GSPN model of the process machine is composed of three
places, i.e., pPM_PROC, pPM_AVAIL, and pPM_FAIL, and four
transitions, i.e., tPM_START, tPM_FIN, tPM_FAIL, and tPM_REPAIR.
If mean processing time (MPT), mean time between failure
(MTBF), and mean time to repair (MTTR) are assumed to be
exponentially distributed, the rate of the four transitions, 11,
12, 13, and 14, are 2/MPT, 2/MPT, 1/MTBF, and 1/MTTR,
respectively. Tables 1 and 2 show the specifications of the
places and the transitions of the GSPN models.

The process machines involved in a workstation is as-
sumed to be perform the same operation, for instance, oxi-
dation, deposition, photolithography, etching, ion implant,

etc., with identical MPT, MTBF, and MTTR. The utilization
index (UI) for a workstation w is defined as follows:

UIw ¼ Uw=
XW

i¼1
Ui; ð1Þ

where Uw is defined as follows:

Uw ¼
XT

t¼1
μ
t
� NVw;t

Mw � TRw
: ð2Þ

The ratio of production amount for the FOUP type τ (τ=1,
2, …, Τ) to total productions is denoted by μτ (μ1+μ2+ … +
μΤ=1), the number of visits to the workstation w by the FOUP
type τ is denoted by NVw,τ, the number of identical process
machines in the workstationw is denoted byMw, and the mean
throughput rate of each process machine in the workstation
w is denoted by TRw. The mean throughput rate is computed
as TRw=111214/(1113+1114+1214) by analyzing the GSPN
model of the process machine [32, 33].

The OPNDD rule [1] sets the higher priority to the FOUP
with the smallest operation due date, the opndd. The opndd for
the lth operation of the FOUP π of type τ is defined as follows:

opnddp;l ¼ opnddp;l�1 ¼ Δopnddp;l; opnddp;0 ¼ gp

Δopnddp;l ¼ LT tPL

i¼1
UI t;i

:UI t;l ;
ð3Þ

where LTτ is the lead time of the FOUP type τ, L is the number
of operations of the FOUP type τ, UIτ,l is the utilization index
of the workstation at which the lth operation of the FOUP type
τ is performed, and γπ is the released time of the FOUP π into
the wafer fab.

Although, as reported in [1], the OPNDD rule shows the
good performance in reducing the variation of cycle times, it

pPM_FAIL

pPM_PROC

pPM_AVAIL

tPM_START tPM_FIN

tPM_FAIL tPM_REPAIR

Fig. 2 GSPN model of a process machine [1]

Table 1 Specification and initial marking of places of the GSPN model

Place Semantics Initial marking

pPM_PROC_m Process machine processing 0

pPM_AVAIL_m Process machine ready to process 1

pPM_FAIL_m Process machine breakdown 0

Table 2 Specification of transitions of the GSPN model

Transition Semantics Rate

tPM_START Start processing of process machine 11

tPM_FIN Complete processing of process machine 12

tPM_FAIL Process machine breakdown 13

tPM_REPAIR Process machine repair 14
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has a drawback in that the queue length of the FOUPs
waiting to be released is not taken into consideration. The
bottleneck workstations have relatively longer queue length
than ordinary workstations, since the FOUPs waiting to be
released into the bottleneck workstations are delayed in their
operation steps. However, the FOUPs waiting for the bottle-
neck workstations will have relatively smaller values of
opndd and, therefore, the OPNDD rule repetitively sets
higher priorities for them. This phenomenon makes the cycle
times longer. Thus, the advanced OPNDD rule is designed to
regulate the queue lengths of the FOUPs in each stoker by
preventing excessive queue lengths in the bottleneck
workstations.

If we consider a workstation as a single server M/M/1
queueing system with the arrival rate of 1 and the service
rate of μ, the average queue length LQ is given by [34]

LQ ¼ λ= μ� λð Þ: ð4Þ

From the Little’s law, we have

λ ¼ LQ=TQ; ð5Þ

where TQ is the average system time. From (4) and (5), the
average queue length LQ is obtained as follows:

LQ ¼ μ� 1

TQ

� �
� TQ: ð6Þ

Thus, the upper bound of the queue length for the FOUP
type τ in the workstation w, Wmax[w,τ], is determined as

W max w; t½ �
¼ μt � TRw � 1=Δopndd w; t½ �ð Þ �Δopndd w; t½ �=NVw;t

� �
;

ð7Þ
where Δopndd[w,τ], or equivalently the expected system
time for the FOUP type τ in the workstation w, is given by

Δopndd w; t½ � ¼ LTtPL
i¼1 UIt;i

� UIw: ð8Þ

3.2 Input release control policy

In this section, the adaptive CONWIP is proposed for the input
release control policy to control theWIP level dynamically in a
wafer fab. Generally, input release control policies are classi-
fied into the release rate control approach and the WIP control
approach. Comparing with the release rate control approach,
the WIP control approach has some benefits [35]: first, where-
as, for the release rate control approach, the throughput of near
future should be predicted in a finite time horizon, a WIP level
is directly observable, and it is, therefore, directly controllable.

Secondly, the control of the WIP is more robust to error than
that of the release rate. It is, therefore, well known that theWIP
control approach achieves less WIP and less cycle time vari-
ability than the release rate control approach.

In regard to theWIP control approach, the CONWIP rule is
different from the traditional pull control like the Kanban of the
Toyota Production System. Under the CONWIP, a new job is
introduced to a given production line each time a job departs,
which results in the WIP level very constant [36]. The
CONWIP system looks like a closed queueing network, in
which jobs never leave the system but instead circulate around
the network indefinitely [35]. However, the CONWIP rule has
a limitation that it does not consider dynamic contingencies in
a production line such as machine breakdowns. To cope with
this problem, the adaptive CONWIP rule is newly presented
for the input release control policy in the wafer fab. The major
objective of the adaptive CONWIP rule is to adjust the WIP
level dynamically according to the current status of the wafer
fab. The adaptive CONWIP controls the WIP level in a wafer
fab dynamically using the adaptiveWIP level, WIPadapt, which
is varying dynamically according to the current status of the
wafer fab.

The adaptive WIP level is computed as follows. First, a
total operation lateness is defined as the sum of the differ-
ences between the completion time and the operation due
date for the all FOUPs in the wafer fab, that is,

total opnlat ¼
X

FOUPs in fab
Cp;l�1 � opnddp;l�1

� �
; ð9Þ

where, if the current operation of the FOUP π is l, cπ,l−1 is
the completion time and opnddπ,l−1is the operation due date
of (l−1)th operation of the FOUP π, respectively. Then, the
adaptive WIP level, WIPadapt, is computed as follows:

WIPadapt ¼ WIPref þ a � total opnlatð Þ; ð10Þ

where WIPref is a predetermined reference WIP level, and α is a
parameter to convert the total operation lateness to theWIP level.

The parameter α, for instance, can be obtained from the
Little’s law. If CTref is a reference cycle time and THcapa is a
reference throughput of a production line, then the reference
WIP level is given by

WIPref ¼ CTref � THcapa: ð11Þ

Usually, CTref is unknown, but THcapa is given as the
production capacity of the production line. If there is a
perturbation due to a certain dynamic contingency,

WIPadapt ¼ WIPref þΔWIP ¼ CTref þΔCTð Þ � THcapa

¼ CTref ¼ total opnlat
N

� �� THcapa ¼ WIPref þ THcapa

N � total opnlatð Þ;
ð12Þ
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where N is the number of FOUPs in the wafer fab. From the
Eqs. (10) and (12), the parameter α is obtained as follows:

a ¼ THcapa=N: ð13Þ

4 Simulation experiments

4.1 Simulation model

The proposed sequence control policy and input release
control policy are evaluated through simulation experiments
using the Hewlett-Packard Technology Research Center
Silicon fab (the TRC fab) [4], which is a development
facility in Palo Alto, California. Although the TRC fab is
relatively smaller than ordinary production facilities, it uses
essentially the same type of equipment for execution of
essentially the same operation. In the simulation model,
three versions of the wafer fab facilities are considered:
FAB1, FAB2, and FAB3. Each wafer fab is composed of
24 workstations, and each workstation contains one or more
parallel identical machines. The only difference between

FAB1, FAB2, and FAB3 is the number of process machines
in each workstation. Note that none of the three wafer fabs
can exchange FOUP units. Table 3 shows the operation
type, number of process machines, MPT, MTBF, and
MTTR for each workstation. The numbers of bottleneck
workstations are different for each wafer fab version since
the number of machines in each workstation varies accord-
ing to the versions of the wafer fabs. For instance, if the
bottleneck workstations are defined as ones with utilization
of 90 % or higher, there is one bottleneck workstation in the
FAB1, and two bottleneck workstations in the FAB2, and
four bottleneck workstations in the FAB3, where the utiliza-
tion is defined as [((release rate) (number of visits per FOUP)
(MPT)/(number of process machines)) + (MTTR)/(MTBF +
MTTR)]×100 %. All of the time-related parameters are as-
sumed to be exponentially distributed. All identical machines
in a workstation have the same distributions of mean process-
ing time, mean time between failure, and mean time to repair.
The mean processing time includes setup time and rework
time, and the machine failure includes unexpected machine
failure, periodic maintenance, and machine tuning. The oper-
ation flow in the TRC fab is given in [4].

Table 3 Plant data of the TRC
fab [4] Workstation no. Type of operation Number of machines MPT

(hour)
MTBF
(hour)

MTTR
(hour)

FAB1 FAB2 FAB3

1 Cleaning 2 2 1 1.55 42.18 2.22

2 Oxidation 2 2 1 4.98 101.11 10.00

3 Oxidation 2 2 1 5.45 113.25 5.21

4 Oxidation 1 1 1 4.68 103.74 12.56

5 Deposition 1 1 1 6.14 100.55 6.99

6 Deposition 1 1 1 7.76 113.25 5.21

7 Deposition 1 1 1 6.23 16.78 4.38

8 Deposition 1 1 1 4.35 13.22 3.43

9 Deposition 1 1 1 4.71 10.59 3.74

10 Deposition 1 1 1 4.05 47.53 12.71

11 Deposition 1 1 1 7.86 52.67 19.78

12 Deposition 1 1 1 6.10 72.57 9.43

13 Photolithography 4 4 2 4.23 22.37 1.15

14 Photolithography 3 3 3 7.82 21.76 4.81

15 Photolithography 1 1 1 0.87 387.20 12.8

16 Photolithography 2 2 1 2.96 No failure

17 Photolithography 1 1 1 1.56 119.20 1.57

18 Photolithography 1 1 1 3.59 No failure

19 Etching 2 2 1 13.88 46.38 17.42

20 Etching 1 1 1 5.41 36.58 9.49

21 Etching 2 2 1 7.58 36.58 9.49

22 Etching 2 2 1 1.04 118.92 1.08

23 Resist strip 2 2 1 1.09 No failure

24 Ion implant 1 1 1 3.86 55.18 12.86
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4.2 Simulation results

The proposed sequence control policy, named as the ad-
vanced OPNDD, and the input release control policy, named
as the adaptive CONWIP, are evaluated using the TRC fab
model. For the simulation experiments, we use AutoMod
version 12.1 (Applied Materials, Inc.) that is a commercial
discrete event simulation software widely used in semicon-
ductor industry. With 10,000 FOUPs, five simulations are
carried out for each simulation case. When a machine fails
during its operation, the remaining operation is completed
after the machine is repaired. The performances of the
proposed scheduling method are compared with seven se-
quence control policies, i.e., FIFO, FIFO+, SRPT, SRPT+,
LWNQ/M, FSVCT, and OPNDD under the deterministic
input release control policy. We use FIFO+, SRPT+, and
LWNQ/M rules same as described in [4], FSVCT as in [5],
and OPNDD as in [1]. The deterministic input release con-
trol policy releases FOUPs with constant interval times. The
description of these sequence control policies are as follows.

FIFO : Select the FOUP that arrives at the queue at the
earliest time.

FIFO+ : If there are FOUPs going next to a workstation
which has a queue of size four or smaller, select
among these using FIFO. If not, use FIFO [4].

SRPT : Select the FOUP that has the shortest expected
remaining processing time until it exits the wafer
fab.

SRPT+ : If there are FOUPs going next to a workstation
which has a queue of size four or smaller, select
among these using SRPT. If not, use FIFO [4].

LWNQ/
M

: Select the FOUP going to the workstation with
the least amount of expected work per process
machine [4].

FSVCT : Select the FOUP with smallest α(π)−ζ, where
α(π) is the release time of the FOUP, and ζ is the
estimate of the remaining delay [5]

OPNDD : Select the FOUP with the smallest operation
due date [1].

The three graphs of Fig. 3 show the simulation results with
the single wafer type in the FAB1, FAB2, and FAB3, respec-
tively. The abscissa is the applied sequence control policies
and the ordinates are the standard deviation of the cycle times
and the mean cycle time in hours. The proposed scheduling
method, advanced OPNDD with adaptive CONWIP, shows
the best performance among the applied scheduling policies in
the three FABs. As for the FAB1, the results show that the
proposed schedulingmethod reduces the standard deviation of
the cycle times by 4.5, 6.9, and 44.7 % compared with the
OPNDD, the FSVCT, and the FIFO, respectively. As for the
FAB2, the results show that the proposed scheduling method

reduces the standard deviation of cycle times by 7.5, 28.8, and
58.9 % compared with the OPNDD, the FSVCT, and the
FIFO, respectively. As for the FAB3, the results show that
the proposed scheduling method reduces the standard devia-
tion of cycle times by 7.9, 30.6, and 58.5% compared with the
OPNDD, the FSVCT, and the FIFO, respectively.

To investigate the performances of the adaptive CONWIP,
additional simulation experiments are performed with the single
FOUP type. Note that the aim of the adaptive CONWIP is to
make mean cycle time uniformly by adjusting dynamically the

Fig. 3 The simulation results with the single FOUP type a in the
FAB1, b in the FAB2, and c in the FAB3. They show the standard
deviation of cycle times and the mean cycle time under the proposed
scheduling method and other seven sequence control policies
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WIP level in a wafer fab. The proposed scheduling method is
compared with the OPNDD with the deterministic input release
control policy. One hundred simulations are carried out for each
scheduling case, and single-type 10,000 FOUPs are used for
each simulation experiment. A mean cycle time is obtained with
10,000 FOUPs in each simulation experiment, and then the
average and the standard deviation of 100 mean cycle times
are computed. Figure 4 shows the simulation result, which
indicates that the standard deviation of the mean cycle times is
reduced by 20.0% in the FAB1, 19.6% in the FAB2, and 21.8%
in the FAB3, when the proposed scheduling method is applied.

For the next simulation experiments, three FOUP types A,
B, and C are considered to evaluate the performances of the
proposed scheduling method with the multiple FOUP types.
The ratio of production amount for each FOUP type is as-
sumed to be 2:3:5, which implies that the production amount
of FOUP A, B, and C is 20, 30, and 50 %, respectively. The
operation flow of the FOUP A is identical with one given in
[4], and those of the FOUP B and C are given in Fig. 5. Each
number in Fig. 5 indicates the corresponding workstation
number from 1 to 24 shown in Table 3. With total 10,000
FOUPs, i.e., the production amounts of the FOUPA, B, and C
are 2,000, 3,000, and 5,000, respectively, five simulations are
carried out for each case. The proposed scheduling method is
compared with the six sequence control policies of OPNDD,
FIFO, FIFO+, SRPT, SRPT+, and LWNQ/M under the deter-
ministic input release control policy. In the multiple FOUP
simulation experiments, FSVCT rule is not considered since it
is designed only for the single FOUP type.

Figure 6 shows the simulation results with the multiple
FOUP types in the FAB1, FAB2, and FAB3. In the FAB 1,
with the proposed scheduling method, the standard devia-
tions of cycle times are reduced by 8.1, 10.2, and 8.0 %
compared with the OPNDD for the FOUP A, B, and C,
respectively; the standard deviations of cycle times are
reduced by 48.8, 51.4, and 47.3 % compared with the
FIFO for the FOUP A, B, and C, respectively. In the FAB
2, with the proposed scheduling method, the standard devi-
ations of cycle times are reduced by 9.8, 9.0, and 7.4 %
compared with the OPNDD for the FOUP A, B, and C,

ENTER 1 3 13 14 15 23 15 16 24 23 22 17 1 3 10 22 12 6 

22 6 1 1 4 10 19 23 1 4 22 22 1 2 7 1 3 22 13 15 23 

22 22 22 17 13 14 18 23 15 16 20 23 1 17 1 1 3 13 14 16 

24 23 22 17 9 21 1 2 8 13 14 18 23 15 16 23 18 22 1 1 

13 14 23 15 16 24 23 22 17 1 2 13 14 23 15 20 22 23 22 

17 13 14 15 23 16 24 23 22 17 1 8 4 22 22 1 10 13 14 

16 21 12 13 14 18 23 15 15 15 16 19 23 22 17 11 13 14 15 

21 23 5 EXIT

ENTER 1 3 13 14 23 15 16 23 15 16 24 23 22 17 1 3 10 22 

12 6 22 6 1 1 4 10 19 23 1 1 13 14 23 15 16 24 23 22 

17 1 2 8 9 2 22 1 4 22 22 1 2 13 14 23 15 16 24 24 

23 22 17 24 1 2 7 1 17 1 1 3 13 14 16 24 23 22 17 24 1 

2 7 1 17 1 1 3 13 14 16 24 23 22 17 9 21 1 3 13 14 

15 23 15 16 24 23 22 17 1 2 13 14 23 15 20 22 23 22 17 

13 14 15 23 16 24 23 22 17 1 8 4 22 22 1 2 8 13 14 18 

23 15 16 23 18 22 1 10 13 14 16 21 12 13 14 18 23 15 15 

15 16 19 23 22 17 11 13 14 15 21 23 5 EXIT

Fig. 5 Operation flow of (a)
FOUP B and (b) FOUP C. Each
number indicates the
workstation number

Fig. 4 The standard deviation and the average of mean cycle times
with single FOUP type under the proposed scheduling method and the
OPNDD with the deterministic input release control policy
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respectively; the standard deviations of cycle times are
reduced by 57.6, 58.7, and 50.7 % compared with the
FIFO for the FOUP A, B, and C, respectively. In the FAB
3, with the proposed scheduling method, the standard devi-
ations of cycle times are reduced by 6.5, 6.1, and 4.0 %
compared with the OPNDD for the FOUP A, B, and C,
respectively; the standard deviations of cycle times are
reduced by 75.2, 74.1, and 73.5 % compared with the
FIFO for the FOUP A, B, and C, respectively.

To investigate the performances of the adaptive CONWIP,
as the simulations for the single FOUP type, 100 simulation
experiments are performed with 10,000 multiple FOUP types
under both the proposed scheduling method and the OPNDD
with the deterministic input release control policy. Figure 7
shows the standard deviations and the averages of 100 mean
cycle times under the two scheduling cases. In the FAB1, the
standard deviations of the mean cycle times are reduced by
20.5, 32.3, and 24.4 % for the FOUPA, B, and C, respective-
ly; in the FAB2, the standard deviations of the mean cycle
times are reduced by 23.8, 22.9, and 20.7 % for the FOUPA,
B, and C, respectively; in the FAB3, the standard deviations of
the mean cycle times are reduced by 17.7, 20.8, and 16.4% for
the FOUPA, B, and C, respectively.

5 Conclusion

This paper proposes heuristic scheduling policies for a
semiconductor wafer fabrication facility. The scheduling
policies are composed of the advanced OPNDD for the
sequence control policy and the adaptive CONWIP for the
input release control policy. Although the OPNDD shows
good performances in reducing the variation of cycle times
in our previous study, it has a limitation that it may cause
excessive queue lengths in the bottleneck workstations. To
cope with this problem, the advanced OPNDD is proposed
to regulate the queue lengths of the FOUPs in each stoker by
preventing excessive queue lengths in the bottleneck work-
stations. In regard to the input release control policy, the
adaptive CONWIP is proposed to adjust the WIP level
dynamically according to the current status of the wafer
fab. The simulation experiments are carried out for both
single and multiple types of FOUPs in the TRC fabs. The
proposed scheduling method shows the better performances
in reducing the standard deviation of cycle times compared

Fig. 7 The standard deviation and the average of mean cycle times
with multiple FOUP types under the proposed scheduling method and
the OPNDD with the deterministic input release control policy

Fig. 6 The simulation results with the multiple FOUP types a in the
FAB1, b in the FAB2, and c in the FAB3. They show the standard
deviation of cycle times and the mean cycle time under the proposed
scheduling method and other six sequence control policies
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with the OPNDD, the FSVCT, and other well-known dis-
patching rules. Also, the simulation results show that the
proposed scheduling method is very efficient in reducing the
variation of mean cycle times. Compared with the OPNDD
under the deterministic input release control policy, the
proposed scheduling method reduces the standard devia-
tions of mean cycle times by 19.6∼21.8 % in the single-
type FOUP simulation experiments, and by 16.4∼32.3 % in
the multiple-type FOUP simulation experiments.
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