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Preface

Memetic Algorithms (MAs) are computational intelligence structures combining
multiple and various operators in order to address optimization problems. The di-
versity in the operator selection is at the basis of MA success and their capability
of facing complex problems. Besides the details correlated to specific implementa-
tions, the importance and need of MAs is in the fact that they opened a new scenario
in front of the scientific community. More specifically, MAs suggested to the com-
puter science community that optimization problems can be more efficiently tackled
by hybridizing and combining existing algorithmic structures rather than using ex-
isting paradigms. A crucially important contribution of MAs has been to offer a
new perspective in algorithmic design. Before MA diffusion, the various paradigms
were considered as “separated islands” to be elected as a solver for a given problem.
On the contrary, MAs assume that a paradigm should not be necessarily selected. A
solver can be generated by combining the strong points of various paradigms and
obtaining a solver which is capable to outperform each paradigm, separately. This
approach is the basics of the problem oriented algorithmic design which is, on one
hand, the natural consequence of the No Free Lunch theorems, on the other hand,
the founding concept for the automatic and real time design of problem solvers.
The latter will likely be the future of computational intelligence as machines, in
the future, will need to analyse and “understand” the problems before automatically
proposing a suitable solver.

This book organizes, in a structured way, all the the most important results in the
field of MAs since their earliest definition until now. This is one of the few books
explicitly addressing MAs, algorithmic aspects, and specific implementations and
is the only book which offers a systematic set of “recipes” to tackle, by means
of memetic approaches, a broad set of optimization problems. Optimization in the
presence of both discrete and continuous representation is analysed as well as con-
strained and multi-objective problems in both stationary case and in the presence of
uncertainties. Each chapter describes the algorithmic solutions for facing one of the
above-mentioned problems. A big emphasis is also given to the automatic coordi-
nation of algorithmic components by means of self-adaptive, co-evolutionary, and
diversity-adaptive schemes. In addition, this book attempts to be self-consistent as
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it gives a description of a set of possible modules composing a MA. In addition, a
set of successful examples in real-world applications in engineering is also given.

The book is structured in four parts. In the first part, containing Chapters[TH4] the
basic concepts and elements composing Memetic Algorithms (MAs) are introduced.
Chapter[]defines basic concepts and definitions about optimization, complexity and
metaheuristics. Chapter [2] describes the general structure and issues about Evolu-
tionary Algorithms (EAs). General issues concerning the operation of EAs are dis-
cussed and different EA variants presented. Then, the problem of choosing the right
EA instance, that is, the problem of designing and tuning evolutionary algorithms
is presented. Chapter [3] defines Local Search and gives some examples of Local
Search Algorithms by distinguishing the main algorithmic structures in continuous
and combinatorial spaces. Chapter [ gives a definition of MA, analyzes the reason
of its success and distinguishes between MAs and Memetic Computing.

In the second part, containing Chapters BHI4] methodological aspects about al-
gorithmic design and how to handle problem difficulties are studied. For each class
of problems a review on the subject is given and some study cases are displayed for
clarity. Chapter 3] discusses parametrization problems and balance of global and lo-
cal search within MA frameworks. MAs in discrete and combinatorial optimization
problems are analyzed in Chapters [6] and [7] respectively. Chapter [l focuses on the
design of semantic combination operators, development of dedicated local search
procedures and management of population diversity. Other important issues, such
as design of rich evaluation functions and constraint handling techniques, are also
discussed. Two case studies with the purpose of showing how these issues can be
effectively implemented in practice are also included in Chapter [0l Combinatorial
problems and MA performance is the main focus of Chapter[7]where the concept of
fitness landscapes is introduced and advanced fitness landscape analysis techniques
are presented. A comparative analysis of the performance is carried out for the Trav-
elling Salesman Problem an the Binary Quadratic Programming Problem. MAs for
continuous optimization are presented in Chapter [§] after an overview on popular
global optimizers for continuous problems. Particularities of memetic approaches
for continuous optimization are highlighted in a novel taxonomy. Constrained op-
timization problems are addressed in Chapter 0] where a review on MAs for con-
strained problems is given and and two algorithmic implementations are presented
in greater details. In the subsequent two chapters, the automatic coordination of lo-
cal search components within evolutionary frameworks is discussed. Chapter[IQldis-
cusses diversity-based adaptive systems and focuses on fitness diversity techniques
for adaptive MAs. A comparative analysis of recently proposed diversity metrics is
also given. Chapter[[Tl presents recent research results about self-adaptive evolution
of the memes and co-evolutionary MAs. It is shown how adaptive schemes contain-
ing local search information encoded within solutions and evolving in parallel pop-
ulations connected to the population of solutions can lead to the design of flexible
memetic frameworks. The chapter describes a framework for this research and pre-
vious findings with self-adaptive methods concerning representation and scalability.
It then goes on to consider in more depth issues relevant to co-evolutionary systems
such as credit assignment and the ratio of population sizes which can be thought
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of as the memetic “load” that an evolving population can support. Chapter [12] dis-
cusses another trending topic in MAs, namely the combination of MAs with com-
plete techniques (i.e., techniques capable of provably finding the global optimum,
or guaranteeing approximation bounds), and with incomplete variants thereof. The
book also focuses on MAs for specific classes of optimization problems. Chapter[13]
presents MA implementations for multi-objective optimization problems. Chapter
[[4] shows recent MA implementations for optimization problems in the presence of
uncertainties.

The third part contains Chapter [15]and [16 and gives some examples of domain
specific MA implementations and applications in given fields. Chapter [[3] presents
relevant MA applications in engineering and design while Chapter [L6l summarizes
the most significative applications of MAs in Bioinformatics.

Finally the fourth part, containing the epilogue of this book, Chapter [[7] within
the context of biographical notes and anecdotes, present the ideas that guided MAs
at their earliest definition stage and how many open problems posed before can
guide the future development of the field.

We wish to express our sincere gratitude for all the external contributors of this
book who allowed us to produce a solid and high quality work covering a large
spectrum in the field of MAs. Last but not least, we thank our families and friends
for the constant support during the production of this volume.

Jyviskyld, Finland, June 2011 Ferrante Neri
Malaga, Spain, June 2011 Carlos Cotta
Newcastle, Australia, June 2011 Pablo Moscato
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